
International Journal of Scientific & Engineering Research, Volume 4, Issue 6, June-2013                                                                    2145 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org  

Job Sequence Optimisation Using Combinatorial 
Evolutionary Approach in High Variety/Low 

Volume Manufacturing Environment  
Parminder Singh Kang, Riham Khalil, and David Stockton 

 

Abstract— Today’s manufacturing industry is been through unprecedented degree of change in terms of high variety and low volume, high 
value, global competition, shortened product life cycles, change is management strategies, increasing quality requirements and customer 
expectations and increased process complexity. As a result, in recent years organisations have adopted towards optimisation of the 
manufacturing operations in order to stay in competition, sustain their operational performance and maximise their economic benefits. This 
paper exemplifies a novel approach for development of combinatorial optimisation framework using evolutionary algorithms and Discrete 
Event Simulation modelling to determine the optimal job sequence by taking in account multiple organisational constraints. Simulation 
model used in this research represents the working area at Perkins Engines Limited. This may enable organisations to deal with such a 
highly diversified product portfolio without jeopardizing the benefits of an efficient flow-production. In the proposed methodology, two 
objectives used are manufacturing lead time and total inventory holding cost to measure the effectiveness of proposed solution. However, 
chosen objectives can be changed according to the organisational priorities.  

Index Terms — Combinatorial Optimisation, Job Sequencing, Lean Manufacturing, Process Improvement, Simulation Modelling, Process 
Synchronisation, Genetic Algorithms. 

——————————      —————————— 

1 INTRODUCTION                                                                     
N early twentieth century, craft production system failed to 
cope with dramatically increased customer demand of cars. 
As, skilled workforce was spending longer times to produce 

a single vehicle, which decreased the throughput and in-
creased the production cost. These pitfalls of the craft manu-
facturing system inspired two major industrial revolutions. 
The first manufacturing revolution; the mass production sys-
tem, developed by Henry Ford and his famous Model-T, 
which changed the requirements of production systems have 
changed dramatically by shifting manufacturing paradigms 
towards  a cost efficient mass production of a single standard-
ized product. Nowadays, a multitude customisable product 
options is selectable by the customers, so that the manufactur-
ers of these products need to handle a (theoretical) product 
variety which exceeds several billions of models. For instance, 
a base model of a car can be modified according to customer 
requirements such as manual or electric sunroof, air condition-
ing, power window etc. [1]. By providing the high product 
variety organisations have put themselves ahead of their com-
petitors, at the same time, however, it has augmented the 
manufacturing problems at production planning and schedul-
ing level. As of this, manufacturing organisations in a wide 
range of industries nowadays are facing the challenge of 
providing a high product variety at a very low cost. This typi-

cally requires the implementation of cost efficient, flexible 
production systems such that various models of a common 
base product can be manufactured in intermixed sequences. 
However, it can have adverse effect in terms of extended lead 
times and increased waste (in terms of excessive inventory, 
transportation, overproduction, waiting and excessive mo-
tion), all of which adds to increased cost and lead times and 
decreased profits. According to [2], therefore, exploiting the 
sequence planning benefits is essential to stay competitive in 
high variety/Low Volume (HV/LV) manufacturing environ-
ment by maintaining the low manufacturing cost. There are 
numerous entities/processes involved within the manufactur-
ing environment and most of these entities exhibit dynamic, 
unpredictable and complicated relationships among them, 
which makes it even more difficult for decision makers to 
choose over available job sequences. This poses a great chal-
lenge for the organisations not only how to respond proactive-
ly towards constantly changing business environment but also 
how to draw competitive advantage from the chosen methods. 
The use of intelligent techniques in the manufacturing field 
has been growing the last decades due to the fact that most 
manufacturing optimisation problems are combinatorial and 
most of these are NP Complete, i.e., there is no polynomial-
time algorithm that can possibly solve them. 

2 SCOPE OF THE PAPER 
This research has erected on Lean philosophy, which is de-

rived from the second manufacturing revolution i.e. Toyota 
Production System (TPS), by taking the concept of continuous 
improvement. The main focus remains on targeting different 
manufacturing problems by considering the interdependen-
cies exist between different WorkCentre and effect of im-

I 

———————————————— 
• Dr. Parminder Singh Kang is currently working as research fellow in Lean Engi-

neering Research Group, Faculty of Technology, De Montfort University, Leices-
ter, LE1 9BH, UK, PH-0044 116 207 8091. E-mail: pkang@dmu.ac.uk 

• Dr. Riham Khalil is currently working as Head of Lean Engineering Research 
Group, Faculty of Technology, De Montfort University, Leicester, LE1 9BH.  

• Prof David Stockton is currently working as Director of Advanced Manufacturing 
Processes and Mechatronics Centre, Faculty of Technology, De Montfort Universi-
ty, Leicester, LE1 9BH.  
 
 

              
            

          
             

              

IJSER

http://www.ijser.org/
mailto:pkang@dmu.ac.uk


International Journal of Scientific & Engineering Research, Volume 4, Issue 6, June-2013                                                                    2146 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org  

provement on overall organisational performance. The main 
emphasis of this paper remains on the job sequence optimisa-
tion problem, where the different organisational constraints 
been used such as product mix, variable setup, processing 
times, product routings and machine failures. Along this, pa-
per highlights the effectiveness of evolutionary combinatorial 
optimisation method with simulation modelling for problem 
solving in a complex environment. The two optimisation ob-
jectives used are Manufacturing Lead Time (MLT) and Total 
Inventory Holding Cost (TIHC) to measure the effectiveness of 
proposed solution. Along this, proposed approach combines 
the genetic algorithms (GA) based combinatorial optimisation 
with discrete event simulation (DES) in order to increase the 
adaptability of proposed framework in wider range of prob-
lems, where user can; 

1. Change the simulation model according to the change 
in manufacturing environment. 

2. Represent the different/new scenarios. 
3. Change the evolutionary objective functions according 

to the organisational objectives. 
4. Access the Pareto optimal set of solutions in order to 

choose the other solution, which may be presents better 
trade-off than optimal solution w.r.to organisational 
objectives. 

In current research, simulation model represents the work-
ing area at Perkins Engines Limited and this model been 
linked with the optimisation module in order to determine the 
optimal job sequence according to the selected performance 
measures. However, proposed approach is adoptable to dif-
ferent manufacturing and service environments as long as the 
problem can be represented using the simulation model. 

3 JOB SEQUENCING 
Similar to other manufacturing problems (such as buffer 

size, job shop layout, scheduling, etc.), job sequencing problem 
is one of the essential problems that needs to be addressed to 
improve organisational performance by reducing the number 
of changeovers due to product mix. In fact, reduced changeo-
vers may improve the MLT and TIHC. According to [3] the 
sequence in which jobs have been processed determines the 
performance of organisation, as one sequence may increase 
the MLT over other due to variable cycle time and setups as-
sociated with different part types. At the same time, job se-
quence can increase the inventory levels/cost as well due to 
the increased number of changeovers. Similarly [4] exemplifies 
the job sequencing problem as the ordering of different parts 
on a machine/s, such that the optimal sequence can be ob-
tained for some measure of effectiveness according to selected 
performance measures. Each job is subjected to some of the 
organisational constraints such as setup and processing times, 
machine failure, start date, due dates, and product routings. 
All these constrains makes job sequencing as a NP complete 
problem, where all of the constraints needs to be satisfied up 
to certain extent by considering the knock-off effect on the 
preceding and succeeding WorkCentre.  
According to [5] and [6], job sequencing is one of the most dif-
ficult combinatorial optimisation problems, as a large number 

of sequences exist in vast search space with objective function 
values may exist near to each other. This may increase the 
possibility of a large number of local optima. In addition, op-
timal sequence may not provide noticeable improvements 
when combined with the organisational constraints.  
Similarly, the other aspect of job sequencing can be seen as 
due date assignments, by getting the optimal MLTs, which 
define the total manufacturing time required to complete the 
customer order. For instance, according to [7], knowing the 
total time required to fulfil customer order can provide more 
reliable due dates. Due dates can be either set externally by 
customer or internally by scheduling software/production 
planner, where the internally set due dates reflect the con-
straints imposed due to the variable setup times and pro-
cessing times, product mix, routings and machine failures. 
Therefore, from the HV/LV manufacturing and current re-
search perspective, the main focus of job sequencing remains 
to decrease the effect of variability due to the setup times and 
product mix, which may also assist in the due date assign-
ments and scheduling. 

4 PROPOSED APPROACH 
4.1 Problem Statement 

The job-shop scheduling problem consists of ordering n 
jobs  to be processed on m ma-
chines . 
Each job needs to be processed on machine  according 
the predefined routings, where 1  and  
i.e. each job involves a number of different machining opera-
tions. 

According to [8], there are potentially job sequences, 
although some of these sequences may be infeasible due to 
various organisational constraints. Some of the key considera-
tions for problem statement are; 

1. Each job contains the associated job number and quan-
tity of parts to be produced. 

2. Identical routings are defined with respect to each job, 
two or more jobs can follow same route. 

3. Each machine can process only one job at a time accord-
ing to the defined routings. 

4. Any job can be processed at most one machine at a 
time. 

5. Availability of a job to particular WorkCentre depends 
on the processing capacity and availability of preceding 
WorkCentre. 

6. Once an operation is started it continued until it is 
completed. 

7. Transportation time between the WorkCentre are zero. 
8. Processing and Setup time are known in advanced and 

depends on the job type and triangular distribution is 
used to represent the processing and setup times in or-
der to represent model close to reality. 

9. Effect of operators is not considered in the proposed 
approach. 

10. Each WorkCentre has dedicated buffer space to ac-
commodate the effect of variability. 

In this paper, a job sequence problem been investigated to 
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improve the material flow through setup reductions as a part 
of process improvement by reducing the effect of variability in 
HV/LV manufacturing environment with respect to selected 
performance measures. Current research has focused on com-
binatorial optimisation using evolutionary algorithms com-
bined with simulation modelling. For instance, two objectives 
have been considered, which are same as the organisational 
performance measures i.e. MLT and TIHC. In fact, the main 
aim here is to find all the possible trade-off among the multi-
ple objective functions i.e. finding all the Pareto optimal solu-
tions. Pareto optimal solution can be defines on the basis of 
domination rule. Researches have exemplified the concept of 
Pareto optimality based on two domination rules. These can 
be described as [9] [10]; 
 
A solution “ ” is said to be dominate the solution “ ”if 
and only if; 

1. The solution “ ” is no worse than “ ” in all objec-
tives and, 

2. The solution “ ” is strictly better than the solution 
“ ” in at least one of the objectives. 

According to the results from the combinatorial optimisa-
tion, therefore, one can define a job sequence  as an optimal 
sequence from a given set of Pareto optimal sequences 

 if and only if at least on objective (MLT 
or/and THIC) for  is strictly better than the entire set of Pa-
reto optimal sequence. 

The proposed approach can be seen as decision making 
tool while choosing a solution from the Pareto optimal set of 
solutions. Therefore, Pareto-optimal set contains the solutions 
from each generation and decision maker can chose optimal 
solution based on the organisational priorities and other man-
agement factors.  

4.2 Genetic Algorithms as an Optimisation Model 
The use of intelligent techniques in the manufacturing field 

has been growing the last decades due to the fact that most 
manufacturing are complex and optimisation problems are 
combinatorial. According to [11], there are a large number of 
combinatorial problems associated with manufacturing opti-
misation and most of them are NP complete, i.e. there is no 
polynomial-time algorithm that can possibly solve them, un-
less it is proved that NP. Therefore, heuristic methods are 
normally employed for the solution of these problems. Most of 
researchers have adopted the use of meta-heuristic techniques 
for large combinatorial problems to be able to search large 
regions of the solution’s space without being trapped in local 
optima [12] and [13]. 

Research here has opted GA based combinatorial optimisa-
tion combined with DES tool as an iterative method to solve 
the job sequencing problem. The main aim here is to find all 
the possible trade-off’s among the selected objectives i.e. MLT 
and TIHC by considering the organisational constraints and 
relation between succeeding and preceding WorkCentre. The 
main credit of using GA goes to their simpler implementation, 
applicability and adaptability in wider range of real world 
problems for different industrial sectors.  For instance, [14] has 
applied GA based multi-objective optimisation to determine 

the optimal buffer sizes in HV/LV manufacturing environ-
ment according to the given organisational objectives to 
achieve the synchronous flow by reducing the level of varia-
bility, where the simulation modelling is used to represent the 
manufacturing environment. Researcher here has applied GA 
aligned with the drum-buffer-rope methodology to solve the 
bottleneck problem by determining the appropriate buffer 
locations and size. Similarly, [15] has applied genetic algo-
rithms (GA) based optimisation for job sequencing problem in 
just-in-time (JIT) mixed-model assembly lines to reduce the 
variation of production rates and number of setups simulta-
neously due to diversified customer demand. Also, [16] has 
used a multi-objective GA for planning order release dates for 
a two-level assembly line to minimise the holding cost and 
backlogging cost by using the system constraints as known 
demand and due dates for finished product. In the scheduling 
framework, [17] have applied GA in production scheduling 
problem to achieve a better trade-off between on-time deliver-
ies, shorter MLT’s and maximum resource utilisation, where 
resources and buffer sizes are considered as constraints. There 
are other examples, where GA has been applied in wide range 
of applications, such as Optimisation (job shop scheduling, 
buffer size), Machine Learning (weather forecasting and pre-
diction of protein structure), Automatic Programming (com-
puter programs evolve for specific task or for other computa-
tional structure), Economic Models (development of bidding 
strategies and emergence of economic markets), Immune Sys-
tem Modelling, Ecological Modelling, Population Genetics 
Models, Interactions between Evolution and Learning and 
Social System Models [18],[19] and [14]. 

4.3 Proposed Approach 
Proposed combinatorial optimisation approach has used 

GA to develop the optimisation engine, which is developed in 
C++ and been integrated with the Simul8 (DES tool). Simula-
tion tool here represents the manufacturing environment and 
the different level of variability, such as routings, setup time, 
product mix, processing time and machine failures. Proposed 
optimisation model can be given as; 

1. Create an initial random set of population “P” having 
“m” job sequences from the set of jobs, where “m” 
represents the population size, which can be given as;  

 
and “n” represents the number of generations. 

2. Score the initial set of job sequences “ ” against the 
fitness function “F”, which is derived from the other 
two fitness functions i.e. MLT and TIHC by using 
weighted sum approach and weights are generated 
randomly for each chromosome in order to maintain 
the randomness in population. 

3. Loop for reproduction; 
1. Copy “k” best solutions to the next genera-

tion, as proposed method has used Elitism 
strategy to retain the best solution form each 
generation. Number of elite solutions is de-
rived from the number of objectives involved 
in optimisation process i.e. in the proposed 
solution k = 2. In order to keep the dominated 
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solution for each objective. 
2. Mating to combine solutions in the popula-

tion according to selection probability based 
on their ranking in the population using mul-
tipoint crossover operator. Initial crossover 
probability is kept as 60%, but for the later 
generations it’s calculated dynamically as so-
lution converges. 

3. Uniform multipoint mutation is used based 
on a random number “r” for each selected in-
dividual to introduce the solution variability. 
The uniform mutation here preserves the re-
lation between the part number and associat-
ed quantity. 

4. Along the mutation, inversion operator is 
used to induce the randomness in the popula-
tion and to increase the probability to find the 
optimal solution quicker. 

5. Copy “m-k” individuals to the next genera-
tion. 

6. Check the termination criteria, if reached go 
out of loop else continue. 

In the proposed approach, crossover and mutation proba-
bilities are derived as population converges in order to main-
tain diversity. For instance, mutation probability goes high if 
population is stagnant for two consecutive generations. How-
ever, it needs to be within a limit in order to maintain a proper 
balance between exploration and exploitation ability  of 
optimisation search optimiser algorithm. 

4.4 Problem Representation 
To represent the stated problem in section 4.1, simulation 

model has been established using discrete model simulation 
tool (Simul8), which is been integrated with the optimisation 
algorithm. It is important to note that; used simulation model 
represents the working area at Perkins Engines Limited. Simu-
lation model details are given by [14], as the model has been 
used to solve the bottleneck problem using evolutionary ap-
proach. The main attributes of simulation model are; 

1. Generic names been used to represent the simulation 
model, for instance “M1, M2, M3, M4 and M5” repre-
sents the WorkCentre and each WorkCentre has a 
dedicated buffer space. 

2. Triangular distribution has been used for work entry 
point to match system closely to real manufacturing 
environment. Also, inter arrival time has not been 
changed for different batch sizes. 

3. Travelling time between workstations is kept as zero. 
Job loading is derived according to the sequence gen-
erated using genetic algorithm, there is no explicit 
dispatching rule is applied. 

a. Each work type has properties associated 
with it such as route to follow and processing 
time and setup time at different WorkCentre. 

5 RESULTS DISCUSSION 
Following parameters been used to collect the results; 

1. Three batch sizes were used to collect data under dif-
ferent experiments; i.e. batch size 1, 5 and 10 and 
buffer size is used as 20 for all buffers. 

2. 500 parts needs to be produced in total with 10 differ-
ent work types. 

3. Data is been collected using both with machine failure 
and without machine failure. 

4. Genetic parameters; 
Population size = 20, 
Number of generations = 100, 
Simulation time = 20000 min,  
No of elite solutions = 2 and  
Crossover, mutation rates are calculated dynamically 
as solution emerges. 

5. The set of final solutions represents the two dominant 
solutions based on each objective function i.e. MLT 
and TIHC (as described in Table 1). Decision maker, 
therefore can chose the solution based on the organi-
sational priorities. For instance, completion of order 
may be higher priority than the cost involved for a 
prestigious client. On the other hand, to save cost due 
dates can be negotiated. 

It is important to note that, Table 1, only represents the 
optimal solutions w.r.to the MLT and THIC from Pareto opti-
mal set for different batch sizes. There are other optimal solu-
tions as well in the Pareto optimal set, which can be chosen as 
well if one of those solutions serve the organisational objec-
tives better. 

From Table 1, Job sequence optimisation has improved 
MLT significantly, as the focus remains on the minimising the 
changeovers to improve the flow of material. There is reduc-
tion in TIHC too, which is only coming from the reduced 
changeovers, as reduced changeovers contribute towards the 
queening time and queue size. Similarly, it is evident from the 
other performance measures that the level material flow is 
more streamlined when the number of setup’s are decreased, 
which can be seen in the decreased %changeover for the 
WorkCentre “M2” and increased %working (Table 2). Accord-
ing to [14], in the given simulation model WorkCentre M2 is a 
bottleneck and making any improvement should consider the 
knock-on effect on the other WorkCentre and modelling ele-
ments. The proposed combinatorial optimisation algorithm, 
therefore take in account the trade-off between MLT and 
TIHC, which are effected through the other performance 
measures as given in Table 2. In other words, proposed com-
binatorial optimisation algorithm improves the selected per-
formance measures without creating another bottleneck or 
affecting the system performance negatively. 
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Note: It is important to note that the data included in this 
paper is only for the 500 jobs. However, data is collected for 
the different number of jobs, for instance 1000 and 2000. 
Proposed approach has shown the similar trend for the other 
experiments.  

TABLE 1 
MLT AND TIHC BEFORE AND AFTER OPTIMISATION 

M
L

T

T
IH

C

M
L

T

T
IH

C

1 LT 8008 94093
2:50  8:50  10:20  7:80  
5:60  6:50  9:60  3:30  
1:60  4:40

2 TIHC 8278 91280
1:60 6:50  7:80  8:50  
5:60  3:30  9:60  2:50  
10:20  4:40

3 LT 6835 82437
7:80 8:50  2:50  10:20  
9:60  4:40  6:50  1:60  
5:60  3:30

4 TIHC 7127 76694
5:60  7:80  10:20  9:60  
3:30  2:50  6:50  8:50  
1:60  4:40

5 LT 8001 93896
10:20  7:80  8:50  2:50  
9:60  4:40  5:60  3:30  
1:60  6:50

6 TIHC 8339 89856
9:60 5:60  6:50  1:60  
8:50  2:50  10:20  3:30  
7:80  4:40

7 LT 6834 79594
2:50  7:80  10:20  8:50  
9:60  3:30  1:60  5:60  
4:40  6:50

8 TIHC 6906 75506
2:50  10:20  3:30  8:50  
7:80  9:60  1:60  5:60  
6:50  4:40

9 LT 8007 88480
8:50  7:80  2:50  10:20  
5:60  1:60  6:50  9:60  
4:40  3:30

10 TIHC 11559 112978 8479 86457
7:80  2:50  3:30  8:50  
10:20  9:60  1:60  6:50  
5:60  4:40

11 LT 6834 74177
2:50  8:50  7:80  10:20  
1:60  5:60  3:30  9:60  
4:40  6:50

12 TIHC 6971 71048
 7:80  10:20  3:30  8:50  
2:50  5:60  1:60  9:60  
6:50  4:40

No 10348 98754

10

Yes

5

Yes 10016 108911

No 8653 93016

O
ptim

al Job Sequence

1

Yes 8897 103614

No 7297 84062

E
xperim

ent N
o.

B
atch Size

M
achine Failure

D
om

inant Solution

Before 
Optimisation

Job Sequence 
Optimisation

 

TABLE 2 
SELECTED PERFORMANCE MEASURES BEFORE AND AFTER 

 OPTIMISATION 

B
efore 

O
ptim

isation

A
fter 

O
ptim

isation

B
efore 

O
ptim

isation

A
fter 

O
ptim

isation

M 1 Waiting % 38.38 33.97 44.03 37.8
Working % 19.55 21.72 23.84 25.45
Blocked % 27.23 29.49 32.11 36.65
Stopped % 14.82 14.8 0 0

Change Over % 0 0 0 0
M2 Waiting % 1.43 0.2 1.74 0.14

Working % 71.25 79.16 86.88 92.75
Blocked % 0 0 0 0
Stopped % 14.6 14.57 0 0

Change Over % 12.69 6.05 11.37 7.09
M3 Waiting % 58.64 57.14 73.56 72.43

Working % 20.22 22.47 24.66 26.33
Blocked % 0 0 0 0
Stopped % 19.22 19.32 0 0

Change Over % 1.89 1.04 1.76 1.22
M4 Waiting % 66.7 65.12 81.36 80.1

Working % 14.83 16.48 18.08 19.31
Blocked % 0 0 0 0
Stopped % 18.01 17.88 0 0

Change Over % 0.44 0.49 0.54 0.58
M5 Waiting % 65.08 64.41 75.88 75.42

Working % 16.85 18.73 20.55 21.94
Blocked % 0 0 0 0
Stopped % 14.73 14.61 0 0

Change Over % 3.31 2.24 3.56 2.63

With 
Machine 
Failures

Without 
Machine 
Failure

Work 
Centre

Performance 
Measure
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3 CONCLUSION 
Maintaining the performance of HV/LV manufacturing 

environment is one of the most challenging tasks, as high level 
of process/product variability and can increase the MLT and 
TIHC significantly.  At the same time, this variability cannot 
be ignored, as most of it is derived from the customer de-
mand. The research here exemplifies a novel approach for job 
sequencing system based on combinatorial optimisation and 
DES modelling that may help problem solver and decision-
makers to accomplish the synchronous flow by reducing effect 
of variability. There is other HV/LV manufacturing issues 
have been addressed, which are; 

1. Ability to adjust the mutation and cross-over rates in 
order to maintain the proper balance between explo-
ration and exploitation ability.  

2. Determining the optimal job sequence by considering 
the trade-off between LT and TIHC. 

3. Ability to manage different level of variability by con-
sidering the effect of improvement of one perfor-
mance measure on other. 

In summary, the positive results have exemplified the ef-
fectiveness and robustness of proposed algorithm under high-
ly unstable circumstances. Also, current research is carried out 
under a collaborative project, funded by the Technology Strat-
egy Board and the proposed approach been validated by the 
industrial collaborators (TATA Steel and Perkins Engines Lim-
ited). 

Along this, practical applications stem not only from the 
manufacturing industry, but also from many segments of 
HV/LV consumer goods industries can be applied, e.g. con-
sumer electronics, food industry, clothing etc. as an improve-
ment opportunity, the behaviour of algorithm can be im-
proved by combining the optimisation process simultaneously 
with buffer size and batch size optimisation. Along this, other 
levels of variability can be considered such as the travelling 
time between the WorkCentre. 

ACKNOWLEDGMENT 

The authors would like to thank Technology Strategy Board 
and De Montfort University for funding this research  

REFERENCES 
[1] Nazarian, E., Ko, J. and Wang, H., “Design of Multi-Product Manu-

facturing Lines with the Consideration of Product Change Depend-
ent Inter-Task Times, Reduced Changeover and Machine Flexibility,” 
Journal of Manufacturing Systems, Vol. 29, No. 1, pp. 35 – 46, 2010. 

[2] Alford, D., Sackett, P. and Nelder, G., “Mass Customisation – An 
Automotive Perspective,” International Journal of Production Econom-
ics, Vol. 65, No. 1, pp. 99 – 110, 2000. 

[3] Boysen, N., Fliender, M. and Scholl, A., “Sequencing Mixed-Model 
Assembly Lines: Survey, Classification and Model Critique," Europe-
an Journal of Operational Research, Vol. 192, PP. 349 – 373, 2009. 

[4] El-Bouri, A., Balakrishan, S. and Popplewell, N., “Sequencing Jobs on 
a Single Machine: A Neural Network Approach,” European Journal of 
Operational Research, Vol. 126, pp. 474 – 490, 2000. 

[5] Xia, Y., Chen, B. and Yue, J., “Job Sequencing and Due Date Assign-
ment in a Single Machine Shop with Uncertain Processing Times,” 
European Journal of Operational Research, Vol. 184, No. 1, pp. 63 – 75, 
2008. 

[6] Burdett, R. L. and Kozan, E., “Evolutionary Algorithms for Flow 
Shop Sequencing with Non-Unique Jobs,” International Transactions in 
Operational Research, Vol. 7, Issue 1, pp. 401 – 418, 2000. 

[7] Veral, E. A., “Computer Simulation of Due-Date Setting in Multi-
Machine Job Shops,” European Journal of Computers & Industrial Engi-
neering, Vol. 41, No. 1, pp. 77 – 94, 2001. 

[8] Pongcharoen, P., Hicks, C., Braiden, P. M. and Stewardson, D. J., 
“Determining optimum Genetic Algorithm parameters for schedul-
ing the manufacturing and assembly of complex products,” Interna-
tional Journal of Production Economics, Vol. 78, pp. 311 – 322, 2002. 

[9] Hou, T. H. and Hu, W. C., “An Integrated MOGA Approach to De-
termine the Pareto- Optimal Kanban Number and Size for a JIT Sys-
tem,” Journal of Expert Systems with Applications, Vol. 38, Iss. 5, pp. 
5912 – 5918, 2011. 

[10] Jozefowska, J. and Zimniak, A., “Optimization tool for Short-term 
Production Planning and Scheduling,” International Journal of Produc-
tion Economics, Vol. 112, pp. 109-120, 2008. 

[11] Dimopoulos, C. and Zalzala, M. S., “Recent Developments in Evolu-
tionary Computation for Manufacturing Optimisation: Problems, So-
lutions, and Comparisons,” IEEE Transactions on Evolutionary Compu-
tation, Vol. 4, No. 2, pp. 93 – 114, 2000. 

[12] Manikas, A. and Chang, Y., “Multi-Criteria Sequence-Dependent Job 
Shop Scheduling Using Genetic Algorithms,” Journal of Computer & 
Industrial Engineering, Vol. 56, pp. 179 – 185, 2009. 

[13] Wong, T. C. and Ngan, S. C., “A Comparison of Hybrid Genetic Al-
gorithm and Hybrid Particle Swarm Optimization to Minimize 
Makespan for Assembly Job Shop,” International Journal of Applied 
Soft Computing, 2012, [in Press]. 

[14] Kang, P. S., Khalil, R. and Stockton, D., “A Multi-Objective Optimiza-
tion Approach Using Genetic Algorithms to Reduce the Level of Var-
iability from Flow Manufacturing,” Proceedings of 2012 IEEE Interna-
tional Conference on Engineering Technology and Economic Management, 
Zhengzhou, China, pp. 115 – 119, May. 2012. 

[15] Mansouri, S. A., “A Multi-Objective Genetic Algorithm for Mixed-
Model Sequencing on JIT Assembly Lines,” European Journal of Opera-
tional Research, Vol. 167, Issue 11, pp. 696 – 716, 2005. 

[16] Jamshidi, S. F., Karimi, N. and Zandieh, M., “A Hybrid Multi-
Objective Genetic Algorithm for Planning Order Release Date in 
Two-Level Assembly System with Random Lead Times,” Journal of 
Expert System with Applications, Vol. 38, Issue 11, pp. 13549 – 13554, 
2011. 

[17] Ko, C. and Wang, S., “Precast Production Scheduling Using Multi-
Objective Genetic Algorithms,” Journal of Expert System with Applica-
tions, Vol. 38, Issue 7, pp. 8293 – 8302, 2011. 

[18] Konak, A., David W. C. and Smith A. E., “Multi-objective Optimiza-
tion using Genetic Algorithms: A Tutorial,” Journal of Reliability Engi-
neering and System Safety, Vol. 91, pp. 992 – 1007, 2006. 

[19] Norozi, A., Ariffin, M. K. A. and Ismail, N., “Application of Intelli-
gence Based Genetic Algorithm for Job Sequencing Problem on Paral-
lel Mixed-Model Assembly Line,” American Journal of Engineering and 
Applied Sciences, Vol. 3, Issue 1, pp. 15-24, 2010. 

IJSER

http://www.ijser.org/

	1 Introduction
	2 Scope of the Paper
	3 Job Sequencing
	4 Proposed Approach
	4.1 Problem Statement
	4.2 Genetic Algorithms as an Optimisation Model
	4.3 Proposed Approach
	4.4 Problem Representation

	5 Results Discussion
	Note: It is important to note that the data included in this paper is only for the 500 jobs. However, data is collected for the different number of jobs, for instance 1000 and 2000. Proposed approach has shown the similar trend for the other experimen...
	3 Conclusion
	Acknowledgment
	The authors would like to thank Technology Strategy Board and De Montfort University for funding this research
	References



